Abstract

Deadlines and fixed end dates are pervasive in matching markets including school choice, the market for new graduates, and even financial markets such as the market for federal funds. Deadlines drive fundamental non-stationarity and complexity in behavior, generating significant departures from the steady-state equilibria usually studied in the search and matching literature. I consider a two-sided matching market with search frictions where vertically differentiated agents attempt to form bilateral matches before a deadline. I give conditions for existence and uniqueness of equilibria, and show that all equilibria exhibit an “anticipation effect” where less attractive agents become increasingly choosy over time, preferring to wait for the opportunity to match with attractive agents who, in turn, become less selective as the deadline approaches. When payoffs accrue after the deadline, or agents do not discount, a sharp characterization is available: at any point in time, the market is segmented into a first class of matching agents and a second class of waiting agents. This points to a different interpretation of unraveling observed in some markets and provides a benchmark for other studies of non-stationary matching. A simple intervention – a small participation cost – can dramatically improve efficiency.

1. Introduction

In this paper, I analyze the impact of a deadline, a fixed end date when the market closes, on equilibrium dynamics in a canonical model of frictional matching. In the model, search
frictions limit the rate at which vertically differentiated agents meet potential partners. When two agents meet, they each learn the type of their prospective partner, and hence their payoff from matching. If both agree, the pair match and leave the market. If not, they continue searching. These exits cause the distribution of available partners to evolve over time. At the deadline, unmatched agents receive some outside option and the game ends. I establish existence of equilibria, provide a condition ensuring uniqueness, and characterize behavior.

Many matching markets feature a deadline. In education, students must find a seat before the start of the school year. In the market for entry level professionals, new graduates want to find a job before graduation. In the market for federal funds, banks must meet their reserve requirements before the monitoring deadline every evening. When present, deadlines and the consequent cyclical nature of these markets allows for the implementation of centralized, static mechanisms. Prominent examples include the medical resident matching program and the school choice mechanisms in New York and Boston, in addition to somewhat less structured systems like the signaling mechanism provided by the American Economic Association’s JOE program.\footnote{See Roth and Peranson (1999) on medical residents; Abdulkadiroğlu et al. (2005), Abdulkadiroğlu et al. (2006), and Pathak and Sönmez (2008) on school choice; and Coles et al. (2010) on the market for new economists.}

The design and analysis of such systems derive from the now prominent literature on centralized matching, which studies what may obtain when agents come together to form matches through a common marketplace or clearinghouse.\footnote{The authoritative introduction being Roth et al. (1992); see Sotomayor and Özak (2012) for a more recent and very concise summary.} A dual literature, usually termed search and matching, studies incentives and equilibria when agents must seek out matches in a decentralized fashion, lacking ready access to relevant partners. This study applies the decentralized paradigm to markets with deadlines, providing a positive theory of dynamic behavior in the absence of clearinghouses – a model of the status quo ante that one can compare to the successes of centralization.
Consider a decision maker facing a simple search decision problem with a deadline after which continued search is impossible. Over time, the decision maker encounters opportunities that she can either accept, ending search, or reject, giving up the opportunity in hopes of finding a better one in the future. As the deadline approaches, she has less time remaining to search, and therefore will encounter fewer opportunities in the future. This leads her to be less selective over time. If the distribution worsens as time goes on, making good opportunities rarer, this should further drive her to adopt a declining reservation level, and also to accept early opportunities. Finally, if she is impatient, with a positive discount rate, pure preference induces her to accept early opportunities.

This intuitive strategy – where one both accepts some selection of early opportunities and becomes less choosy over time – holds exactly for the most attractive agents in a matching market with deadline. Everyone will always accept the most attractive type, so the most attractive agents need not concern themselves with the possibility of being rejected by a potential partner; they exactly face the simple decision problem outlined above. Less attractive agents, however, are not so lucky. They may be refused by desirable partners, and so must formulate their strategies in light of the acceptance decisions of others.

In a steady state version of the model, Burdett and Coles (1997) show that matching sets partition agents into a finite number of classes, disjoint sets of mutually acceptable types. When there is a deadline, one might conjecture that some flavor of a class system persists. Perhaps some finite number of temporary, time-varying classes obtain. Indeed, a first class exists by exactly the same logic as in steady state – once one becomes acceptable to the highest type, one is universally acceptable, so one chooses the same strategy as the highest type. But the dynamics in the model destroy any hope of summarizing less attractive agents so simply.

The complication derives from an “anticipation effect.” When agents join the first class, their opportunity sets jump discretely. As different agents anticipate that they will receive

---

3This result was developed across a series of papers each with subtly differing assumptions including Bloch and Ryder (2000), Burdett and Coles (1997), Chade (2001), Eeckhout (1999), and McNamara and Collins (1990). The framework of Burdett and Coles (1997) is the most similar to mine.
this dramatic improvement in opportunities at different times, they each follow different strategies, destroying the class system. When impatient, agents become increasingly choosy as they get close to joining the first class, further complicating behavior. If there is no discounting, however, the behavior of agents outside the first is easily described; they do not match at all, preferring to wait for the opportunity to match with high types later. At each point in time, the market segments into a first class of matching agents and a second class of waiting agents.

This partitioning has a number of implications. The first concerns sorting. In the unravelling literature, agents rush the market. Early matching prevents sorting. Here, because of search frictions, early matching improves efficiency and sorting. The second implication is that a small flow cost of search is Pareto improving, as it drives low types out of the market until it is their time to match. This eliminates the search externality low types exert on high types, and all meetings result in a match. High types obviously appreciate this, but low types do not mind as a higher match probability compensates low types for a lower quality of partner, in expectation.

The next section considers some important predecessors in the literature. The following section lays out the basic framework. Section 5 presents general results and is followed by analysis and discussion of the case of patient agents in Section 4. Section 6 considers the effect of costs on search behavior for patient agents. The paper then concludes with some discussion.

2. CONTEXT IN THE LITERATURE

The current study is a direct extension of Burdett and Coles (1997) as I impose a deadline on their steady state model. This simple change generates substantially different behavior than previously analyzed in the literature; specifically, almost no work considers non-stationary dynamics in a rich search and matching model. Early predecessors of my paper studied search-theoretic decision problems in a changing world. These include Van Den Berg
These studies hint at the anticipation effect – that one should be willing to wait for promising opportunities in the future – but these are decision theoretic studies, and the strong equilibrium implications of anticipation are obscured.

Two other studies are closely related to mine. The first, Afonso and Lagos (2012), considers a model of decentralized trade before a deadline, and is applied to the market for federal funds. In their model, all agents hold some quantity of federal funds and search for a partner with whom to trade, after which they continue to search for profitable trades until a deadline. They obtain the remarkable result that, if agents share concave values over final holdings, all meetings result in trade. In that they characterize the case of repeated trade with transferable utility, while the current study considers nontransferable utility with only a single trade – partnership formation – Afonso and Lagos (2012) provides a valuable counterpoint to the results developed below. The second predecessor, Damiano et al. (2005), considers a model of partnership formation with nontransferable utility as in the current study, but differs in that, instead of randomly encountering partners over time, agents encounter one another over a finite number of discrete rounds. This leads to dramatically different results when search costs are incorporated, and so I leave further discussion of this paper to section 6.

Generally, the search literature related to this study can be broken into two strands. One considers non-trivial matching decisions, but in steady state, and the other explores non-stationary dynamics, but without meaningful matching decisions. The non-stationary literature is concerned primarily with macroeconomic fluctuations, and employs search frictions as a means of explaining labor market dynamics. In order to keep the state space small, heterogeneity is either completely idiosyncratic, or absent. In steady state, there is a large literature addressing equilibrium matching behavior. Prominent examples include Burdett and Coles (1997) and Shimer and Smith (2000). The restriction to steady state
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4To the author’s knowledge, the first paper which describes the Bellman equation faced by a decision maker in a model of non-stationary search was Mortensen (1986). But he immediately specializes to the stationary case.

5This discrete time matching framework has also been considered in the theoretical biology literature, see Alpern and Reyniers (2005) for results which expand upon the Damiano et al. (2005) framework, and summarize previous work in that other literature.

6Rogerson et al. (2005) and Rogerson and Shimer (2011) survey the literature.
allows for a careful consideration of the matching decisions of heterogeneous agents, but that restriction precludes analysis of the effect of a changing environment on equilibrium interactions at the heart of the current study.

There are but a handful of recent advances towards reconciling non-stationarity and heterogeneity. Rudanko (2011) and Menzio and Shi (2011) assume agents can direct their search, only meeting the partners for whom they actively search. This, coupled with a free entry condition, dramatically simplifies the firms’ side of the market, allowing for a clean characterization of behavior. Coles and Mortensen (2012), Moscarini and Postel-Vinay (2013), and Robin (2011) take a different tack, each showing that a different restriction on the contracting space can simplify the movements of individuals across jobs, affording sharp results. Instead, the current study makes a stark assumption on the nature of non-stationarity – the deadline – and focuses on matching decisions exclusively, eliminating the complications of contracting by instead assuming non-transferable utility. This allows the current study to offer a clean description of matching behavior, highlighting the equilibrium forces underlying non-stationary matching problems more broadly.

3. The Framework

The framework is a non-stationary extension of Burdett and Coles (1997). Two groups of agents, say workers and firms, attempt to find a partner from the other side. At time zero, the market is populated with equal masses of workers and firms measuring size $N_0$. Instead of explicitly modeling the process by which the two sides evaluate each other, assume that individuals can be characterized by a fixed real number which, following Burdett and Coles (1997), is termed pizazz. This is a vertically differentiated market. Agents’ pizazz are initially distributed according to $G^0(z)$ with support $X = [\underline{x}, \overline{x}] \subset (0, \infty)$. Time flows continuously from zero up to $T > 0$. During this time, agents search for partners from the other group. Each agent encounters a potential partner at a constant rate $\alpha > 0$. Upon meeting, two agents observe each other’s pizazz and simultaneously decide whether or not to propose a match. For a match to occur, both agents in a meet must propose. Utility is

\footnote{Which one could rationalize with a constant returns to scale meeting function.}
non-transferable; the value to an agent with pizazz $y$ of matching with an agent of pizazz $x$ is exactly equal to $x$, irrespective of $y$. Once matched, agents leave the market (there is no recall or divorce).

If, upon reaching time $T$, an agent remains unmatched, they receive utility from an outside option, the value of which is 0. That all agents share a uniform outside option is not without loss of generality and represents a significant simplification. The strongest implication is that all agents prefer matching with even the least attractive agent to taking the outside option. In addition to a declining probability of meeting (because time is running out), agents may be impatient and discount the future at a rate $r \geq 0$.

Suppose that agents flow into the market at a rate $\zeta(t) \geq 0$ which is bounded above by some $\bar{\zeta}$ and that the distribution of the inflowing agents is $H(z,t)$ with support contained in $X$. Let $G(z,t)$ be the distribution of pizazz at time $t$ (reflecting changes due to both inflows and outflows). Further, write $N(t)$ for the mass of agents at time $t$ so that $N(t)G(z,t)$ is the mass of agents of pizazz less than $z$ at time $t$.

Since an agent $x$ may not receive a proposal from every meeting, write $\alpha(x,t)$ for the (possibly time varying) arrival rate of proposals and $G_x(z,t)$ for the distribution of agents who would propose to $x$ upon meeting. Write $\Omega(x,t) = \{y | y \text{ is willing to propose to } x\}$ and $\mathcal{A}(x,t) = \{y | x \text{ is willing to propose to } y\}$ and call these the opportunity and acceptance sets, respectively.

With the basic elements in hand, write $U(x,t)$ as the (Bellman) value at time $t$ for an agent of pizazz $x$. Focus on symmetric cutoff strategies where agents accept any partner with
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$^8$It is not clear whether this is a restriction above and beyond the requirement of identical time-valued VNM preferences. Indeed the analysis goes through equally well if agents receive a general payoff $f(x,y)$ so long as this is multiplicatively separable, increasing, and strictly positive. Additive separability may also be accommodated when agents are patient and do not discount. Eeckhout (1999) and Smith (2006) allow for type-dependent preferences and show that all that is required for a class system to obtain in a stationary framework is identical static VNM preferences across agents, which implicitly allows different discount factors. This paper will not allow for differences in discount rates, and so assumes identical cardinal preferences from the outset.
pizazz greater than or equal to his or her current value. Standard arguments then yield the following Hamilton-Jacobi-Bellman (HJB) equation for the agent’s reservation value.

\[ \dot{U}(x, t) = rU(x, t) - \alpha(x, t) \int_{U(x, t)}^\pi (z - U(x, t))G_x(dz, t) \]

with boundary condition \( U(x, T) = 0 \). This states that, as agents wait for a match, the change in their reservation value is given by the asset value of their future opportunities, less the excess value of current matches which did not materialize. Integration by parts gives a more convenient formulation:

\[ \dot{U}(x, t) = rU(x, t) - \alpha(x, t) \int_{U(x, t)}^\pi (1 - G_x(z, t))dz. \]

Given that agents use cutoff strategies, we have the following.

**Remark 1.** Since \( x \) will accept any \( y \geq U(x, t) \) we have \( \mathcal{A}(x, t) = \{ y | y \geq U(x, t) \} \), \( \Omega(x, t) = \{ y | x \geq U(y, t) \} \), \( \alpha(x, t) = \alpha \int_{\Omega(x, t)} G(dz, t) \) and

\[ G_x(z, t) = \frac{\int_{\Omega(x, t)} 1 \{ y \leq z \} G(dy, t)}{\int_{\Omega(x, t)} G(dy, t)}. \]

This allows one to write \( \alpha(x, t) \int f(z)G_x(dz, t) = \alpha \int_{\Omega(x, t)} f(z)G(dz, t) \), for any integrable \( f \), which will be used extensively. In particular, it implies that one’s decision problem depends only on the time path of one’s opportunity set.

With the individual’s problem defined, the last step in the setup of the model is to derive the dynamic for \( G \). Write \( \theta(x, t) \) for the probability that a meeting will result in a match for an agent with pizazz \( x \),
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9 Cutoff strategies are the only weakly undominated ones, and restricting attention to cutoff strategies removes pathological equilibria such as ‘everyone always rejects.’ Moreover, it is a strong symmetry assumption – all \( x \) type firms play the same strategy as all \( x \) type workers. Symmetry within a group is not binding. While I prove existence of equilibria with symmetry across groups, there may exist asymmetric equilibria even with symmetric initial data, but this is left for future work.

10 This equation was first derived in search theory work by Mortensen (1986). His analysis was later expanded to consider more general kinds of time variation by Van Den Berg (1990).
\[
\theta(x, t) = \int_{\mathcal{A}(x, t) \cap \Omega(x, t)} G(dy, t),
\]
so that the exit rate for an agent of pizzazz \(x\) is \(\alpha \theta(x, t)\). Supposing, momentarily, that \(G(z, t)\) and \(H(z, t)\) possess densities \(g(z, t)\) and \(h(z, t)\), the number of agents with pizzazz \(z\) in the market at time \(t\) is \(n(z, t) = N(t)g(z, t)\). The number of agents with pizzazz \(z\) leaving the market is \(\alpha g(z, t)\theta(z, t)N(t)\) and the number entering is \(\zeta(t)h(z, t)\). This gives \(\dot{n}(z, t) = -\alpha \theta(z, t)g(z, t)N(t) + \zeta(t)h(z, t)\), and, after integrating, \(\dot{N}(t) = -\alpha N(t)\mathbb{E}(\theta(x, t)) + \zeta(t)\).

Writing \(\eta(t) = \zeta(t)/N(t)\), and noting that \(\dot{g} = [\dot{n}N - n\dot{N}]/N^2\), one observes

\[
\dot{g}(z, t) = \alpha g(z, t)[\mathbb{E}(\theta(x)) - \theta(z)] - \eta(t)[g(z, t) - h(z, t)].
\]

This can be read as saying that, if a given agent’s probability of being matched is greater than average, their relative numbers tend to decline (the first term) unless the entrance of new agents more than compensates (the second term). Integrating again gives the dynamic for \(G\).

\[
(2) \quad \dot{G}(z, t) = \alpha G(z, t)[\mathbb{E}(\theta(x)) - \mathbb{E}(\theta(x)|x \leq z)] - \eta(t)[G(z, t) - H(z, t)].
\]

With the framework in hand, consider now the general properties of the model.

### 4. Patient Agents

In our motivating applications, agents receive their payoff after the market closes, so it is appropriate to assume no discounting, \(r = 0\). For example, an academic economist does not start working until several months after the end of the search process, and universities do not receive services until that time. Moreover, the case of \(r = 0\) strongly highlights the anticipation effect and produces a tractable equilibrium characterization: highly attractive agents, following the intuitive strategy alluded to in the introduction, become less selective
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\(^{11}\)Which holds whether or not \(G\) and \(H\) possess densities, the above derivation being only for the purposes of exposition.
as time ticks on and low type agents prefer not to match early in the market, instead waiting until highly attractive agents will accept them.

Since this case is relatively uncomplicated, I keep the analysis in this section informal, leaving most formal results for the next section. The first step in the characterization is to notice that when there is no discounting, reservation values can never rise over time. If there is a high value available in the future, patient agents will simply wait for it rather than accepting less attractive options today.

**Lemma 1.** $U(x, t)$ is weakly decreasing in $t$ when $r = 0$.

**Proof.** Recall equation (1) and substitute $r = 0$,

$$
\dot{U}(x, t) = -\alpha(x, t) \int_{U(x, t)}^{x} (1 - G_{z}(z, t)) dz \leq 0.
$$

Next, a bound on the value of the highest type obtains. Suppose $x$ were alone in a market exclusively populated with the most attractive agents who are all willing to match. The value in this market is simply equal to the probability of matching $(1 - \exp\{-\alpha(T - t)\})$ times the value of matching with the highest type ($\bar{x}$). This rosy scenario gives a bound on the reservation value of the highest type in any equilibrium:

$$
U(\bar{x}, t) < \bar{U}(t) \equiv \bar{x}(1 - \exp\{-\alpha(T - t)\}).
$$

This implies that, at time zero, at least all agents with $x \geq \bar{x}(1 - \exp\{-\alpha T\})$ are acceptable to $\bar{x}$. Further, all agents become acceptable to $\bar{x}$ at some point (because $\bar{x} > 0 = U(\bar{x}, T)$).

Define the set acceptable to $\bar{x}$ as the first class: $\mathcal{F}(t) = \{x \geq U(\bar{x}, t)\}$. The time when one joins the first class is important. Define these hitting times as $\tau(x) = \min\{t \in [0, T] | U(\bar{x}, t) \leq x\}$, so that $\tau(x)$ is the time when $x$ becomes acceptable to $\bar{x}$ (and they remain acceptable because of Lemma 1).

Being acceptable to $\bar{x}$ has an important implication. If $t \geq \tau(x)$, so that $x$ is acceptable to $\bar{x}$, then $U(x, t) = U(\bar{x}, t)$: If one is acceptable to $\bar{x}$ for all future time, one is acceptable to
all other agents into the future.\footnote{Which assumes monotone reservation values, proved in by Corollary 1 below} Then, since values depend only on opportunity sets, one’s expected value from search is exactly the same as $\bar{x}$.

This has a strong equilibrium implication: no one outside the first class matches. At $\tau(x)$, $x$ gets a partner of his or her own pizazz in expectation: $U(x, \tau(x)) = x$ because $U(x, \tau(x)) = U(\bar{x}, \tau(x)) = x$. Moreover, $U(x, t) \geq x$ for $t < \tau(x)$ by Lemma 1. Finally, it can also be shown that $U(x, t) \leq x$. That is, one is always willing to accept a partner of equal pizazz.\footnote{Which is proved formally in Corollary 2 below} These, then, give $U(x, t) = x$ for $t < \tau(x)$, and all behavior is driven by the value of the highest type. This is summarized in the following proposition and illustrated in figure 1.

**Proposition 1.** When $r = 0$, $U(\bar{x}, t)$ wholly determines the equilibrium as

$$U(x, t) = \begin{cases} 
  x & \text{if } t < \tau(x) \\
  U(\bar{x}, t) & \text{if } t \geq \tau(x).
\end{cases}$$

Suppress time arguments and write $\bar{U} = U(\bar{x}, t)$, the dynamic for $G$ simplifies to

Figure 1. Reservation Values when $r = 0$
\( \hat{G}(z) = \begin{cases} 
\alpha G(z)[1 - G(\bar{U})]^2 - \eta(t)(G(z) - H(z)) & \text{if } z < \bar{U} \\
\alpha G(\bar{U})[1 - G(\bar{U})][1 - G(z)] - \eta(t)(G(z) - H(z)) & \text{if } z \geq \bar{U}.
\end{cases} \)

Proof. The specification of \( U \) derives from the discussion above. The relatively explicit form for \( \hat{G} \) derives from the fact that \( \theta(x, t) \), the probability of a meeting resulting in a match, collapses to a step function:\textsuperscript{14}

\[ \theta(x) = \begin{cases} 
(1 - G(\bar{U})) & \text{if } x \geq \bar{U} \\
0 & \text{if } x < \bar{U}
\end{cases} \]

To reiterate, low types wait, with reservation value equal to their own type, until they become acceptable to the highest type, after which they share a value function with the highest type. The notion that patient agents should only match with their own type is perhaps not surprising. If one were to consider the limit of the Burdett-Coles economy as the discount rate goes to zero, the classes shrink to the point where each type is in their own class. That the introduction of a deadline leads to growing desperation is also unsurprising. The unobvious contribution is that that the interaction of these two considerations leads to equilibrium behavior that admits such a straightforward summary. Straightforward, however, should not be mistaken for simple, as the reservation value for \( \bar{\pi} \) encodes all of the subtleties of an evolving distribution, weighing off the value of matching today against the possibility of remaining unmatched or facing poor opportunities in the future.

Because of the clear characterization available when agents are patient, another important result obtains:

\textsuperscript{14}There are other possible dynamics if \( G \) contains atoms. In this case, the agents with positive mass are indifferent between matching with each other or not before \( \tau(x) \). This dynamic assumes that they do not. This form would dissolve otherwise. Indeed, if there were some finite set of pizazz levels, then the anticipation result dissolves to some extent, as one equilibrium would be for all agents to match with equal pizazz agents before joining the first class. This is resolved by the introduction of avoidable search costs, which induce second class agents to stay home as described below.
Proposition 2 (Uniqueness). If there is no entry ($\eta = 0$), agents are patient ($r = 0$), and $G^0$ is continuous, then the equilibrium is unique.

The proof is relegated to the appendix, but derives mostly from a careful consideration of the dynamics of the distribution in light of the equilibrium characterization from Proposition 1. Briefly, if one increases the initial reservation value, high types filter out for some period before the reservation falls back to the original level. This leads to a relatively flat path in the future. Hence, a high initial value leads to a high terminal value – only one path can satisfy the boundary condition.

In the context of the job market, that the best candidates match earliest fits common experience, is alluded to in Roth and Xing (1997) in the context of the market for clinical psychologists, and is a model prediction in Damiano et al. (2005) (when there are no costs) and Burdett and Coles (1997) (because higher agents are in larger classes). That low pizazz agents have no strict incentive to match early in the market reflects optimal waiting. At $\tau(x)$, the fact that many high type agents may have left is irrelevant. $U(x,t)$ hits $x$ exactly when the value of being in the first class equals $x$. The (possibly small) probability of matching with very attractive agents offsets the probability of only meeting agents without much pizazz, or having no future meetings at all.

5. General Results

This section provides results concerning existence and characterization of equilibria for any discount rate $r \geq 0$. In the job market for entry-level professionals, one might think of $r > 0$ as pure impatience, wanting to know sooner rather than later. Alternatively, $r$ might represent the flow probability of a tragic event – the death of a relative, say – which would cause an agent to quit searching and abandon the market. One has a preference for securing an early match because it resolves this risk. When $r > 0$, the model exhibits rich behavior. But, before exploring this, note that behavior in the presence of discounting limits to the simpler behavior described above as $r \to 0$. 
Proposition 3. As $r \to 0$, the discounting equilibrium converges to the no-discounting equilibrium.

The complication when $r > 0$ derives from early matching among less attractive agents. But as $r \to 0$, this early matching dissolves, and so even if agents are impatient, so long as the duration of the market is short and matching rates are high, early matching has little impact on equilibrium.

Turning now to existence, given the focus on cutoff strategies, an equilibrium is any pair $U, G$ which simultaneously solve (1), the Bellman equation, and (2), the differential equation for $G$, subject to $U(x, T) = 0$ and $G(z, 0) = G^0(z)$. No restrictions are required on the initial distribution of pizazz in order to obtain existence. This derives from the fact that equilibrium is not required to exist in steady state; the only requirement is that agents correctly predict the time path of the distribution of pizazz when making matching decisions, and that these matching decisions generate the predicted time path. All omitted proofs can be found in the appendix.

Proposition 4 (Existence). There exists an equilibrium for any $r \geq 0$.

The proof is closely related to that in Smith (2006) with the exception that one instead solves for a whole time path for each object. This leads to significant alteration of the “Fundamental Matching Lemma” which instead relies on arguments from the theory of Banach ODE.

When agents discount, expected present values can rise or fall over time – Lemma 1 does not hold. Specifically, the reservation value of the highest type can rise over time if the distribution improves sufficiently. This can occur either because high types enter or because low types match and exit. Hence, an agent who is acceptable to the highest type at a point in time need not be in the future, and so need not share the highest type’s reservation. As in the case of $r = 0$, equilibrium revolves around the existence of a first class of agents who share the same reservation. Now, however, the first class does not consist of those acceptable to $\pi$. 
at a point in time. Instead, say an agent is in the first class if they are universally acceptable now and forever. That is:

**Definition.** Let $\mathcal{F}(t) = \{x|\forall s \geq t, \Omega(x, s) = X\}$, and call this set the *First Class*.

Before we can characterize the first class and the behavior of first class agents, some intermediate results are required. The first states that higher types have more opportunities, which follows from cutoff strategies.

**Lemma 2 (Monotone Opportunity Sets).** If $x_1 \leq x_2$ then $\Omega(x_1, t) \subseteq \Omega(x_2, t)$, and $\alpha(x_1, t) \leq \alpha(x_2, t)$ for all $t$.

This observation yields another intermediate result towards characterizing the first class. Because opportunity sets are increasing in type, so are reservation values.

**Corollary 1 (Monotone Values).** For all $t$, $U(x, t)$ is increasing in $x$, and $\Omega(x, t)$ is connected.

Given monotone values, a simple upper bound obtains, yielding the intuitive result that agents are always willing to accept their equals:

**Corollary 2.** $U(x, t) \leq x$ for all $x, t$.

*Proof.*** If an agent, $x$, has a value higher than his own pizazz, some other agent with higher pizazz $y > x$ must be willing to match with him (if not today then at some point in the future). But that would imply $x \geq U(y, t) \geq U(x, t)$. Discounting this observation backwards yields the result. □

From these points one notices what is a general property of models with non-transferable utility and common preferences.

**Remark 2.** The model delivers *Positive Assortative Matching* at each point in time in the set-valued sense of Shimer and Smith (2000): the upper and lower bounds on the matching set are weakly increasing everywhere.
Because of monotonicity in opportunity sets, the time when one is universally acceptable going forward is exactly the same as the time when one is acceptable to the highest type. This allows for the first class to be formulated in a manner similar to the last section, but allowing for the possibility of non-monotonicity. One does not join the first class immediately upon becoming acceptable to the highest type. Instead, one joins the first class when one becomes acceptable to the highest type forever.

**Remark 3.** $F(t) = \{x | x \geq \sup_{s \geq t} U(\pi, s)\}$ by Lemma 2.

Not only is one always acceptable to one’s equal, the assumption that $U(x, T) = 0$ implies that every agent is eventually universally acceptable. As in the no discounting case, all agents eventually join the first class.

**Lemma 3.** For every agent, $x$, there exists $\tau(x) < T$ with $\tau(x) = \inf\{t | x \in F(t)\}$.

*Proof.* At time $T$, everyone is willing to match with everyone else because $\underline{x} > 0 = U(x, T)$. That there exists $\varepsilon > 0$ such that the same holds for all $t > T - \varepsilon$ follows from boundedness of $\dot{U}$. And, as one’s value depends only on the future path of one’s opportunity set, if $\Omega(x, t) = X = \Omega(\bar{x}, t)$ for all $t \geq \tau(x)$, then $U(x, t) = U(\bar{x}, t)$ for all $t \geq \tau(x)$. But $\tau(x)$ is precisely the moment when $\bar{x}$ joins $\Omega(x, t)$. Hence, it is the precise time when $x = U(\bar{x}, t)$. Thus, $U(x, \tau(x)) = x$. \(\square\)

These all together complete the description of the first class. The first class consists exactly of those who are permanently acceptable to the highest type, and all agents join the first class before the deadline. This leads to an analogue of Proposition 1 for the case of discounting.

**Lemma 4** (First Class Values). All first class agents share the same value: If $t \geq \tau(x)$, $U(x, t) = U(\bar{x}, t)$ and, specifically, $U(x, \tau(x)) = x$.

*Proof.* That $U(x, t) = U(\bar{x}, t)$ for $t \geq \tau(x)$ follows from simple inspection of the Bellman equation given that $G_x(\cdot, t) = G(\cdot, t) = G_{\bar{x}}(\cdot, t)$ and $\alpha(x, t) = \alpha = \alpha(\bar{x}, t)$. And then, that $U(x, \tau(x)) = x$ follows from Remark 3. \(\square\)
The intuition is the same as in the case of no discounting. Once one has joined the first class, one is universally acceptable going forward, by definition. One’s problem is wholly defined by the time path of one’s opportunity set. If two agents share the same opportunity set going forward, as they have the same preferences, they must make the same decisions and have the same value. Since all agents are eventually universally acceptable, they eventually all share the same value. Moreover, agents smoothly filter into the first class as the deadline approaches and the highest type becomes less and less selective. The fact that all agents eventually share a value function dramatically simplifies the analysis.

Note that it is here where the joint assumptions of common preferences and a common outside option truly bind. If one were to dispense with either of these, this sharp result would dissolve. Indeed, even with these, equilibrium still fails to admit any simple representation with some finite number of classes:

**Remark 4.** There do not exist persistent coincidences of matching sets outside the first class. Second class agents become increasingly selective before they join the first class: 

$$\lim_{t \to \tau(x)} \dot{U}(x, t) = rx.$$ 

Because different agents expect to be able to get their own pizazz at some point in the future, there can be no persistent coincidence of matching sets for different pizazz levels with $\tau(x) > 0$. Indeed, the only class in the sense of Burdett and Coles (1997) consists of exactly those agents with $\tau(x) = 0$. If $x$ has $\tau(x) = 0$, then $x$ expects to be able to match with all agents at any point in the future. Hence, their problem is identical to that of $\bar{x}$. These agents all share the same value, $U(\bar{x}, t)$, across the whole time path; share the same matching set; and are always willing to match with each other. But, unless all agents fall into this class, one can not capture equilibrium behavior with any finite set of reservation values. 

One might infer from the proof of Lemma 3 that low pizazz agents join the first class only $\varepsilon$-time before $T$. This is not the case as one can see from a bound on the reservation value of the highest type.
Lemma 5.

\[ U(\pi, t) \leq \hat{U}(\pi, t) = \frac{\alpha}{r + \alpha} \pi (1 - \exp\{-(r + \alpha)(T - t)\}) \]

and so

\[ \tau(x) \leq \hat{\tau}(x) = T + \left( \frac{1}{r + \alpha} \right) \log \left[ 1 - \frac{x}{\overline{x}} \left( 1 + \frac{r}{\alpha} \right) \right]. \]

Proof. The bound on \( U \) derives from considering the value obtained if \( \pi \) were in a market with only other \( \pi \) pizazz agents: solve \( \hat{\dot{U}}(\pi, t) = (r + \alpha)\hat{U}(\pi, t) - \alpha \pi \), with \( \hat{U}(\pi, T) = 0 \). The bound on \( \tau(x) \) comes from solving \( \hat{\dot{U}}(\overline{x}, \hat{\tau}(x)) = x \) for \( \hat{\tau}(x) \).

\[ \square \]

This implies that the first class consists of at least all agents with \( \hat{\tau}(x) = 0 \), those agents with \( x \geq \hat{U}(\pi, 0) \). Moreover, one can say (independent of \( T \)) that all agents are in the first class from time zero whenever

\[ \frac{\overline{x}}{\pi} < 1 + \frac{r}{\alpha}. \]

For matching not to be universal, the ratio between the highest and lowest pizazz levels cannot be too tight compared to the matching friction, as measured by \( r/\alpha \).

As mentioned in Remark 4, reservations are increasing for agents just before they enter the first class. And, since \( \tau(x) \) is continuous in \( x \), agents who expect to join the first class near time zero have increasing reservations from the very beginning. Hence, lower agents have decreasing matching opportunities before they enter the first class as more attractive agents become increasingly selective before they join the first class. This, on the one hand, tends to drag down less attractive agents’ reservations as their early matching opportunities dry up. On the other hand, as time goes on, agents move closer to joining the first class, which pushes up reservations. An integral of \( U \) makes this clear:
Remark 5. If one writes \( y(x,t) = \sup\{y \in \Omega(x,t)\} \), then \( \Omega(x,t) = [x, y(x,t)] \) and

\[
\dot{U}(x,t) = r \left( xe^{-r(\tau(x)-t)} + \alpha \int_{t}^{\tau(x)} e^{-(s-t)} \int_{U(x,s)}^{y(x,s)} (G(y(x,s)) - G(z,s)) \, dz \, ds \right) \]

\[
- \alpha \int_{U(x,t)}^{y(x,t)} (G(y(x,t)) - G(z,t)) \, dz
\]

The expression derives from substituting \( U(x,\tau(x)) = x \) into an integral of the Bellman equation and then substituting the result into the definition of \( \dot{U} \). The first term, A, is the discounted contribution of the expectation that \( x \) will join the first class at time \( \tau(x) \). The second, B, is the discounted contribution of future excess value of matching opportunities to current utility. The last, C, is the current excess match value. So, the change in reservation is given by the asset value of not matching, \( r \times A \) plus B, less the expected value of the missed opportunity today, C. This is illustrated in Figure 2.

Suppose there is some agent \( x \) with \( \tau(x) > 0 \) and for all agents \( z > x \) and times \( t < \tau(z) \), \( \dot{U}(z,t) > 0 \). Then \( y(x,t) \) is strictly decreasing over time.\(^\text{15}\) Hence, matching opportunities

\(^\text{15}\)And there exists some such \( x \) because for all \( z \), \( \dot{U}(z,\tau(z)) = rz > 0 \).
are declining for $x$. This is reflected in $C$ being large relative to $B$. So, if $\tau(x)$ is far off, $A$ might also be small and so values would be declining. Or, with $\tau(x)$ close, $A$ might be large relative to $C$, yielding increasing values. In general, values might be increasing or decreasing for different agents before they join the first class (and then either increasing or decreasing thereafter). A condition, however, is available which guarantees that even the least attractive agents have increasing reservations over the whole period.

**Lemma 6.** Write

$$
\lambda(\sigma) = \left[1 - \frac{x}{\bar{x}}(1 + \sigma)\right]^{-\frac{\sigma}{1+\sigma}} e^{-\tau T}.
$$

If

$$
\left(1 + \frac{r}{\alpha}\right) \lambda \left(\frac{r}{\alpha}\right)^2 > 1
$$

then for all $x$ with $\tau(x) > 0$, $\dot{U}(x,t) > 0$ whenever $t \leq \tau(x)$.

While the proof is left for the appendix, it relies on using the bound on $\tau(x)$ from Lemma 5 to give an upper bound for $y(x,t)$ and evaluating the matching opportunities if $x$ could match with $y(x,t)$ with rate $\alpha$; hence the bound does not depend on the distribution of agents and is relatively weak.

Note that the result holds vacuously if $(\bar{x}/x) < 1 + (r/\alpha)$ where all agents are always in the first class. But, there do exist parameters for which the result holds meaningfully because, for example, $\lim_{r \to 0} (1 + (r/\alpha))\lambda(r/\alpha)^2 = 1$ and

$$
\lim_{r \to 0} \frac{\partial}{\partial r} \left(1 + \frac{r}{\alpha}\right) \lambda \left(\frac{r}{\alpha}\right)^2 = \frac{1}{\alpha} \left(1 - 2\alpha T - \log \left(1 - \frac{x}{\bar{x}}\right)\right) > 0
$$

for $x/\bar{x}$ large relative to $T$. For some parameter values, unattractive agents should all become more choosy over time before joining the first class.

Also, note that the definition of $\tau(x)$ can not be simplified: the reservation value of the most attractive agent need not be monotone. As the model allows for arbitrary inflows, this is somewhat obvious. What may be less obvious is that the highest types may become more
DEADLINES AND MATCHING

selective even without inflows because matching behavior of lower types can improve the aggregate distribution. If, for instance, there is a relatively large population of low types, then they match out relatively quickly. This improves the distribution over time. If match rates are high and agents relatively impatient, this leads to an increasing value for the highest types. This is closely related to non-uniqueness in the $r > 0$ case.

The intuition for multiplicity is as follows: If a high pizazz agent, $x$, expects that other highly attractive agents will match quickly, leading to a poor distribution in the future, then $x$ will lower his reservation value in the present, leading to a higher rate of exit. Alternately, if $x$ expects the distribution to stay relatively stable, he is more patient, yielding a stable distribution. This kind of multiplicity seems closely related to the thick markets externality described in Burdett and Coles (1997) which dates back to Diamond (1982), but the non-stationarity of the current environment adds a different flavor.

6. Unravelling and Costly Search with Patient Agents

In the market for entry-level professionals, many studies describe unravelling – an incentive to rush the market (e.g. Roth et al. (1992), Roth and Xing (1997), Li and Suen (2004)). The equilibria presented above do not feature this rushing of the market. Instead, agents wait patiently, smoothly filtering into the first class. To some extent, this is purely technological. The matching technology prevents a complete rushing of the market, as agents only occasionally meet a potential partner. But it is the strategic implications of search frictions that prevent unravelling more than the technology itself. When meetings are only occasional, everyone forecasts that at least a few attractive agents will have failed to match today, and so will be available to match in the future. This, then, allows for selectivity and so for smoothly decreasing reservation values. High types, of course, would prefer to match with other high types, and the matching friction combined with a limited duration prevents them from doing so. Indeed, high types have a strict incentive to start searching.

16 The author has had no success in applying standard assumptions, such as log-concavity. These kinds of conditions do not seem to bite because, as $t \to T$, the entire shape of the distribution is important, so small initial changes in strategy may have large impacts in the future.
earlier. What is less obvious, however, is that low types are either indifferent or prefer a longer duration.

**Lemma 7.** When agents are patient, if the deadline is extended (or, equivalently, the market starts earlier), the extended market time-zero Pareto dominates the shorter market.

That high types benefit from having more time to search for each other is clear. That low types do not mind the fact that they wait longer derives from patience. But if high types spend more time matching with each other, then when a low type does join the first class he or she samples from a worse distribution. They are exactly compensated for this by the higher probability of matching given the longer duration of the market.

To reduce the effect of search frictions, everyone would prefer that the market started earlier. Indeed, if agents could coordinate, the market would start at time minus infinity and would deliver perfect sorting. In the presence of search frictions, early matching serves to improve sorting rather than diminish it.

Moreover, it is exactly the anticipation effect which allows for this result. If meetings are too uniform and high types match out too quickly, then unravelling obtains. To this point, Damiano et al. (2005) consider a discrete-time version of the model here. In each period, each agent meets a partner randomly drawn from the set of unmatched agents. They show that, when there are participation costs and fewer rounds than types, the unique equilibrium involves complete unravelling – everyone accepts their first partner. This result derives from the uniformity of meetings. When all of the agents are paired in each period, one equilibrium is that everyone accepts their first partner, forecasting that the market will be empty next period. That no other equilibria exist derives from avoidable, costly search.

When search is costly and avoidable, low type agents opt out until they join the first class. That is, if one does not expect to match in a given period, one should wait outside of the market. This implies that, at any point in time, only first class agents participate. If meetings are uniform, if in each round every agent meets a partner, and all participating agents are mutually acceptable, then all will match and exit. Perforce, in the model with discrete and uniform meeting rounds, all of the first class agents at any time match out of
the market. But the first class consists of exactly those types better than the expected type searching tomorrow less the search cost, and all of these exit today. So the best type left tomorrow must be worse than the average type tomorrow. No distribution has this property, everyone must have left today. The only equilibrium is complete unravelling.

If meeting rounds are not uniform and enough first class agents fail to meet a partner, this result breaks. Sorting can take place. Consider the continuous time model with random meeting times and patient agents, but suppose that in order to receive meetings at any time \( t \), agents must incur a flow cost of \( c \). This yields the following HJB equation:

\[
\dot{U}(x,t) = -\max\left\{ 0, -c + \alpha(x,t) \int_{U(x,t)}^{x} (z - U(x,t))G_x(dz,t) \right\}.
\]

**Proposition 5.** The equilibrium with \( c > 0 \) is totally determined by the reservation value of the highest type as in Proposition 1. Moreover, agents outside the first class do not participate, preferring to wait until they become acceptable to the highest type.

**Proof.** Inspection of the HJB reveals non-increasing reservation values. A similar argument as above implies that \( U(x,t) = x \) for \( t < \tau(x) \). Hence, agents outside the first class find it unprofitable to search. \( \square \)

As a point of clarification, the equilibrium does depend on costs. The characterization here is the same as in Proposition 1: all behavior can be summarized in terms of the reservation value of the highest type. This reservation value, however, is significantly affected both directly as it now includes costs but also indirectly because of the different population operating in the market. The important difference relative to the market without costs is that low types stay out of the market until they match. Since, when there are costs, all agents in at a given time are first class, all meetings result in matches. This tends to increase reservation values. On the other hand, costs have a direct negative effect on reservation values as they mimic impatience (as previously described in a steady state framework by Adachi (2003)).
In contrast to Damiano et al. (2005), notice that agents smoothly filter into the market no matter the magnitude of $\alpha$ (unless $\alpha$ is so small that it is not profitable to search at all). Hence, it is not a small expected number of meetings which leads to unravelling. Instead, the harsh strategic interaction induced by simultaneous and costly rounds of search leads to the stark results obtained in Damiano et al. (2005).

A final distinction is interesting. Far from destroying sorting, small search costs improve it. Even for vanishing search costs, less attractive types wait outside the market. This removes the search externality that low types exert on high types – without costs, the two meet although they are not do not match. With search costs, every meeting results in a match, thus increasing efficiency of the matching process. Costly search induces agents to “wait their turn,” greatly improving the probability of a match for every single type, and also the sorting of types. When search costs are small, that the highest types prefer this arrangement is obvious – they trade a small flow cost for a discrete jump in match efficiency. That low types are indifferent or better off follows from the same logic as Lemma 7. The very lowest types are indifferent, receiving their own pizazz in expectation either way. That they match with a lower type in expectation (because high types match out faster) is exactly compensated for by an increased probability of matching. Medium types – those who are in the first class at time zero without search costs but not with them – are better off because, although they have to wait to join the first class, they receive a higher value when they do. Hence, small flow costs lead to a Pareto improvement over the no-cost model.

7. Conclusion

In this paper I explored the impact of a particularly harsh form of non-stationarity – a deadline – on a canonical matching model. I showed existence and characterized equilibria. Attractive individuals form a first class segment of the market whose members are all mutually acceptable. As the deadline approaches and the expected number of future meetings declines, this class expands. The model exhibits an “anticipation effect” for low types as they anticipate that their opportunity set will jump discretely when they join the first class. This
drives less attractive agents either not to match at all before they join the first class or to become more selective, with increasing reservations before they join the first class. The two cases obtain when agents are patient or impatient, respectively. When agents are patient, the equilibrium is unique and a small cost of search both improves efficiency and sorting. The randomness of meeting opportunities prevents complete unravelling of the market as in Damiano et al. (2005) but still generates an incentive for early matching.

**Omitted Proofs**

*Proof of Proposition 2 (Uniqueness).* Suppose there are two equilibria \((U^L(t), G^L(z, t))\) and \((U^H(t), G^H(z, t))\) with \(U^H(0) \geq U^L(0)\). The proof proceeds in three major steps. First, a likelihood ratio across the two equilibria is evaluated. From this one derives a mean life remaining ordering. This ordering, combined with the first step, implies a monotone likelihood ratio property which is used to show that the lower equilibrium is always flatter than the higher. Concluding, we find that the two equilibria cannot both satisfy the terminal condition, so not both in fact satisfy equilibrium.

A word on notation: throughout, superscripts index the equilibrium from which the relevant object derives so that \(\tau^i(x)\) solves \(U^L(\tau^L(x)) = x\). Additionally subscripts indicate that \(t = \tau(x)\) as \(G^i_x(z) = G^i(z, \tau^i(x))\). Further, denote hazard rates with \(r^i_s(z) = g^i_s(z)/(1 - G^i_s(z))\) and mean life remaining as \(m^i_x(z) = \left(\int^x_z (1 - G^i_s(y)) dy \right) / (1 - G^i_x(z))\).

Also note that indeed we must have \(U^H(0) > U^L(0)\), otherwise \(U^H(t) = U^L(t)\) for all \(t\) as the dynamic for \(U\) is Lipshitz. Since \(G^0\) possesses a density, so does \(G^i(z, t)\) and we may write

\[
\dot{g}^i(z, t) = \begin{cases} 
\alpha g^i(z, t)(1 - G^i(U^i(t), t))^2 & \text{if } z < U^i(t) \\
-\alpha g^i(z, t)G^i(U^i(t), t)(1 - G^i(U^i(t), t)) & \text{if } U^i(t) \leq z.
\end{cases}
\]

Integrating this yields

\[
g^i(z, t) = g^0(z) \exp \left\{ \alpha \left[ \int_0^{\min(\tau^i(z), t)} [1 - G^i(U^i(s), s)] ds - \int_0^t G^i(U^i(s), s)[1 - G^i(U^i(s), s)] ds \right] \right\}.
\]
Hence,
\[
\frac{g_x^L(z)}{g_x^H(z)} = \exp\left\{ \alpha \left[ \min\{\tau^L(z), \tau^L(x)\} \int_0^{\tau^L(x)} \left[ 1 - G^L(U^L(s), s) \right] ds - \int_0^{\tau^L(x)} G^L(U^L(s), s) \right] ds \right\}
\]
\[
\exp\left\{ \alpha \left[ \min\{\tau^H(z), \tau^H(x)\} \int_0^{\tau^H(x)} \left[ 1 - G^H(U^H(s), s) \right] ds - \int_0^{\tau^H(x)} G^H(U^H(s), s) \right] ds \right\}.
\]

This expression is continuous everywhere and differentiable except at \(U^L(0), U^H(0), \) and \(x\).
Noting that \(\frac{d\tau^i}{dz} = 1/\hat{U}^i(\tau^i(z))\) by the inverse function theorem, some algebra gives

\[
\frac{d}{dz} \left[ \frac{g_x^L(z)}{g_x^H(z)} \right] = \begin{cases} 
0 & \text{if } z < x, \\
\alpha \left( \frac{1-G^L(z)}{U^L(z)} - \frac{1-G^H(z)}{U^H(z)} \right) \left( \frac{\dot{g}_L(z)}{\dot{g}_H(z)} \right) & \text{if } x < z < U^L(0), \\
-\alpha \left( \frac{1-G^H(z)}{U^H(z)} \right) \left( \frac{\dot{g}_L(z)}{\dot{g}_H(z)} \right) & \text{if } U^L(0) < z < U^H(0), \\
0 & \text{if } z < U^H(0).
\end{cases}
\]

Further recalling that \(\hat{U}^i_x = -\alpha \int_x^\tau (1-G^i(z,t)) dz\), we see that this can be written as

\[
\frac{d}{dz} \left[ \frac{g_x^L(z)}{g_x^H(z)} \right] = \begin{cases} 
0 & \text{if } z < x, \\
\left( \frac{1}{m^L(z)} - \frac{1}{m^H(z)} \right) \left( \frac{\dot{g}_L(z)}{\dot{g}_H(z)} \right) & \text{if } x < z < U^L(0), \\
\left( \frac{1}{m^H(z)} \right) \left( \frac{\dot{g}_L(z)}{\dot{g}_H(z)} \right) & \text{if } U^L(0) < z < U^H(0), \\
0 & \text{if } U^H(0) < z.
\end{cases}
\]

Hence, we have a monotone likelihood ratio at \(\tau(x)\) if \(m^L_z(z) \geq m^H_z(z)\) for \(z \in (x, U^L(0))\). Monotone likelihood ratios implies monotone hazard rates. And, in particular, if we set \(x = U^L(0)\), then

\[
\frac{d}{dz} \left[ \frac{g_x^L(z)}{g_x^H(z)} \right] = \begin{cases} 
0 & \text{if } z < U^L(0), \\
\left( \frac{1}{m^H(z)} \right) \left( \frac{\dot{g}_L(z)}{\dot{g}_H(z)} \right) & \text{if } U^L(0) < z < U^H(0), \\
0 & \text{if } U^H(0) < z.
\end{cases}
\]
This implies that $r^H_{UL}(0)(z) = r^L_{UL}(0)(z)$ for $z > U^H(0)$ and $r^H_{UL}(0)(z) > r^L_{UL}(0)(z)$ for $z < U^H(0)$. Also, noting that $dm^i/dz = r^i m^i - 1$, it straightforward to derive that

$$m^i_x(z) = \int_{x}^{y} \exp \left\{ - \int_{x}^{y} r^i_x(s) ds \right\} dy.$$ 

This, combined with our inequality on $r^i$ above, yields $m^L_{UL}(0)(UL(0)) > m^H_{UL}(0)(UL(0))$.

On the way to a contradiction, suppose there exists some $x < UL(0)$ such that $m^L_x(x) = m^H_x(x)$ and let $\tilde{x}$ denote the largest such crossing point. Because $\tilde{x}$ is the largest such $x$, $m^L_x(x)$ is continuous in $x$, and $m^L_{UL}(0)(UL(0)) > m^H_{UL}(0)(UL(0))$, we must have $m^L_x(x) > m^H_x(x)$ for all $x > \tilde{x}$. Hence, $g^L_x(z)/g^H_x(z)$ is increasing in $z$, and strictly so for $z \in (x,U^H(0))$ and $x \geq \tilde{x}$. This implies, for $x \in (\tilde{x},UL(0)]$, that $r^H_x(z) = r^L_x(z)$ for $z \in (U^H(0),\tilde{x})$, and $r^H_x(z) > r^L_x(z)$ for $z \in [x,U^H(0))$. So, from our equation for $m^i$ above, we must also have $m^L_x(\tilde{x}) > m^H_x(\tilde{x})$, our desired contradiction. We conclude that $m^L_x(x) > m^H_x(x)$ for all $x \in [0,UL(0)]$, so that the likelihood ratio $g^L_x(z)/g^H_x(z)$ is increasing in $z$ for all $x \in [0,UL(0)]$. This, then, implies that $1 - G^L_x(z) \geq 1 - G^H_x(z)$ for all $x \in [0,UL(0)]$ and $z \in X$, so that $\int_{x}^{x'} (1 - G^L_x(z)) dz > \int_{x}^{x'} (1 - G^H_x(z)) dz$ and $\hat{U}^L_x < \hat{U}^H_x$. Thus, since $T = \tau^i(0)$, we have

$$T = \int_{UL(0)}^{U^L(0)} \frac{d}{dz} \tau^L_x(z) dz = \int_{UL(0)}^{U^L(0)} \frac{1}{U^L_x} dz < \int_{UL(0)}^{U^H(0)} \frac{1}{U^H_x} dz = \int_{UL(0)}^{U^H(0)} \frac{d}{dz} \tau^L_x(z) dz = T - \tau^H(U^L(0)) < T,$$

a contradiction. We conclude that the equilibrium is unique. \qed

Proof of Lemma 2. Suppose $x_1 < x_2$ and fix $t$. Suppose $y \in \Omega(x_1,t)$ so that $x_1 \geq U(y,t)$. Then $x_2 \geq U(y,t)$, so $y \in \Omega(x_2,t)$. Hence $\Omega(x_1,t) \subset \Omega(x_2,t)$. The rest follows by Remark 1. \qed

Proof of Corollary 1. For monotone $U$, note that if $x_1 \leq x_2$, then $x_2$ could simply choose $A(x_2,t) = A(x_1,t) \cap \Omega(x_1,t)$ and receive the same value as $x_1$. Hence, $U(x_2,t) \geq U(x_1,t)$. That $\Omega$ is connected follows from $x \geq U(z,t) \Rightarrow x \geq U(z',t)$ for all $z' < z$. \qed

Proof of Proposition 4 (Existence). Without loss of generality, suppose $T = 1$. Further, write $\hat{m}(x,y,t)$ for the acceptability function: $\hat{m}(x,y,t) = 1$ if $y \in \Omega(x,t)$ and 0 otherwise. Next, write $m(x,y,t)$ for the matching function: $m(x,y,t) = \hat{m}(x,y,t)\hat{m}(y,x,t)$ which equals
one if \((x,y)\) are mutually acceptable at time \(t\) and zero otherwise. In what follows some function arguments, subscripts, etc. are dropped to save space when it does not cause confusion.

The proof is in several steps and closely follows Smith (2006). Given value functions \(U(x,t)\), a continuous map \(U \to m_U\) is defined (Lemma 8). Next, we show that \(m \to G_m\) exists and is continuous (Lemma 9). Finally, closing the circle, define an operator, \(T\), from the HJB equation, substituting in \(m_U\) and \(G_{m_U}\), prove the existence of a fixed point for \(U = TU\) – which is an equilibrium – using Schauder’s fixed point theorem.

First, let \(B \geq \max\{\bar{x}, \alpha x\}\) be some fixed number and let \(B_t = B \exp\{(r + \alpha)(1 - t)\}\). Let \(V_t = \{f : X \to \mathbb{R} | 0 \leq f \leq \bar{x}, \|f\| \leq B_t\}\) where the norm is the total variation norm. I.e., \(V_t\) is a subset of the functions of bounded variation on \(X\). Equip \(V_t\) with the weak-* topology.\(^{17}\) Then, by Alaoglu’s theorem, \(V_t\) is weak-* compact. And, by Tychonoff’s theorem, \(V = \prod_{t \in [0,1]} V_t\) is compact in the product topology. Since \(V_t\) is convex, \(V\) is convex under pointwise operations. \(V\) will be the space of candidate \(U\) used in the application of Schauder’s Fixed point theorem.

Define \(T : V \to V\) by

\[
T(U)(x,t) = \int_t^1 \left( -rU(x,s) + \alpha \int_{\Omega_U(x,s)} \max\{0, z - U(x,s)\} G_U(dz,s) \right) ds
\]

By Lemma 11, \(T\) is continuous. By Lemma 10, \(TV \subset V\). Hence there exists a fixed point \(U^* = TU^*\) by Schauder’s Fixed Point theorem. \(\square\)

**Lemma 8.** There exists a continuous map \(U \to \hat{m}_U\) and a continuous map \(U \to m_U\) both essentially unique.

**Proof.** Let \(U_n \to U\) in \(V\). Smith (2006), in his Lemma 8(a), proves that, for fixed \(t\), there exists a continuous map \(U(\cdot, t) \to \hat{m}(\cdot, \cdot, t)\) and that this yields a continuous map \(U(\cdot, t) \to

\(^{17}\) To clarify, let \(C\) be the set of continuous functions on \(X\) and \(BV\) be the set of functions of bounded variation on \(X\). Of course, \(BV\) is isometrically isomorphic to the set of measures of bounded variation on \(X\) which is the dual of \(C\) by the Riesz Representation Theorem. The weak-* topology on \(BV\) is, then, the weakest topology where if \(f \in C\) and \(\mu \in BV\) then \(\mu \to \int f d\mu\) is a continuous function for every \(f\) (this is also sometimes called the vague topology). Then, the weak-* topology on \(V_t\) is just the relative topology inherited from \(BV\) equipped with the weak-* topology.
$m(\cdot, \cdot, t)$. Since $\mathcal{V}$ is equipped with the product topology in $t$, continuity for each $t$ implies joint continuity of $U \to \hat{m}_U$ and $U \to m_U$. That these maps are only essentially unique follows from the fact that agents are indifferent over measure zero differences. But, as shown in Smith (2006), there exists but one $m_U$ such that $U_n \to U$ implies $m_{U_n} \to m_U$ pointwise and it is this map which is selected. \hfill $\Box$

**Lemma 9** (Fundamental Matching Lemma). There exists a continuous map $m \to G_m$ and it is unique.

**Proof.** The Cauchy problem\textsuperscript{18} is to find a $G$ solving

$$\dot{G}(z, t) = \alpha G(z, t) (\mathbb{E}_x[\theta(x, t)] - \mathbb{E}_x[\theta(x, t)|x \leq z]) - \eta(t) [G(z, t) - H(z, t)] \equiv F(t, G(\cdot, t))(z)$$

and $G(z, 0) = G^0(z)$ where $\theta(x, t) = \int m(x, z, t)G(dz, t)$ is the probability that a meet will result in a match for $x$ at time $t$. Existence and uniqueness follow from the Cauchy-Lipshitz theorem for which we need to check that $F$ is bounded, measurable in $t$, and Lipshitz in $G$.

Notice that since $m(x, y, t)$ is bounded and measurable, then both $\theta(x, t)$ and $\mathbb{E}(\theta, x, t)$ are bounded and measurable as well. If we equip $G(\cdot, t)$ with the weak-* topology (i.e. Lévy metric), then $\theta$ is continuous as a function of $G$ and so $F$ is continuous in $G$. Given that we are using the weak-* topology for $G$, it suffices to show that $F(t, G)$ has uniformly bounded variation. So, fix $G$ and let $z_1, z_2 \in X$. Then $|F(t, G)(z_1) - F(t, G)(z_2)| =$

$$|\alpha G(z_1, t) (\mathbb{E}_x[\theta(x, t)] - \mathbb{E}_x[\theta(x, t)|x \leq z_1]) - \eta(t) [G(z_1, t) - H(z_1, t)] - (\alpha G(z_2, t) (\mathbb{E}_x[\theta(x, t)] - \mathbb{E}_x[\theta(x, t)|x \leq z_2]) - \eta(t) [G(z_2, t) - H(z_2, t)]|$$

$$= |\alpha (G(z_1, t) - G(z_2, t)) \mathbb{E}_x[\theta(x, t)] - \alpha (G(z_1, t) \mathbb{E}_x[\theta(x, t)|x \leq z_1] - G(z_2, t) \mathbb{E}_x[\theta(x, t)|x \leq z_2]) - \eta(t)(G(z_1, t) - G(z_2, t) - (H(z_1, t) - H(z_2, t)))|$$

$$\leq |2\alpha + \eta(t)||G(z_1, t) - G(z_2, t)| + |\eta(t)||H(z_1, t) - H(z_2, t)|.$$

\textsuperscript{18}This proof relies heavily the theory of ODE in Banach spaces. Statements and proofs of the relevant theorems can be found, for example, in Driver (2003).
where the last inequality follows because $|G|, |\theta| \leq 1$, and
\[
|G(z_1, t) E(\theta|x \leq z_1) - G(z_2, t) E(\theta|x \leq z_2)| = \left| \int_{z_1 \geq x \geq z_2} \left( \int m(x, y, t)G(dy, t) \right) G(dx, t) \right|
\leq \left| \int_{z_2}^{z_1} G(dx, t) \right| \leq |G(z_1, t) - G(z_2, t)|.
\]

Since $G$ and $H$ are probability distributions, their total variation is one. So, if $\bar{\eta}(t) = \sup \eta(t) \leq \bar{\zeta} N_0 \exp(\alpha)$, then $\|F\| \leq 2(\alpha + \bar{\eta})$. Thus, there exists a solution. For uniqueness, consider the following: Fix two distributions, $G_1$ and $G_2$. Given the calculation on $\theta$ above, we have
\[
\|G_1(\cdot, t) E(\theta_{G_1}(x)|x \leq \cdot) - G_2(\cdot, t) E(\theta_{G_2}(x)|x \leq \cdot)\| \leq \|G_1 - G_2\|
\]
and note that $\theta$ is Lipshitz in $G$: $\|\theta_{g_1}(x) - \theta_{g_2}(x)\| = \| \int m(x, y, t)(G_1(dy, t) - G_2(dy, t))\| \leq \|G_1 - G_2\|$, hence any definite integral of $\theta$ is Lipshitz in $G$, and so is any other Lipshitz function of $\theta$. Hence,
\[
N_G(t) = \int_0^t \exp \left( \alpha \int_s^t E_G(\theta_G(x, \tau)) d\tau \right) \zeta(s) ds
\]
is Lipshitz in $G$ and, finally, $\eta_G(t) = \zeta(t)/N_G(t)$ is Lipshitz in $G$ because $N_G(t) \geq N_0 \exp(-\alpha T)$ (I.e. there are always more people in the economy than if all matches were accepted over all time). Thus, since $F$ is a composition of Lipshitz functions, it is Lipshitz. Hence, the solution is unique and continuous in $m$. \hfill \Box

**Lemma 10** (Uniform Boundedness). If $U \in \mathcal{V}$, then $TU \in \mathcal{V}$.

**Proof.** We need $0 \leq TU(x, t) \leq \bar{\pi}$ and $TU(\cdot, t)$ to have total variation less than $B_t$. Simple boundedness is obvious, so focus on bounding the total variation. Let $U \in \mathcal{V}$, $t \in [0, 1]$, and $x_1 < x_2 \in X$ be arbitrary but fixed. We will bound $|TU(x_1) - TU(x_2)|$ and then sum over all partitions to obtain a bound for the total variation of $TU$. Write $\Delta_{x_1, x_2} = \Omega(x_1) \setminus \Omega(x_1)$ (recall $x_1 < x_2 \implies \Omega(x_1) \subseteq \Omega(x_2)$).
Hence, summing over all possible partitions of $X$ (Continuity) Lemma 11

Substituting in for $\Delta T$, one obtains

$$
\left| \int_{t}^{1} \left( r(U(x_2) - U(x_1)) - \alpha \left( \int_{\Omega(x_2)} \max\{0, z - U(x_2)\} dG - \int_{\Omega(x_1)} \max\{0, z - U(x_1)\} dG \right) \right) ds \right|
$$

$$
\leq \int_{t}^{1} r|U(x_2) - U(x_1)| + \alpha \left( |Q_1(x_1, x_2)| + |Q_2(x_1, x_2)| \right) ds
$$

$$
\leq \int_{t}^{1} \left( rB_t|x_1 - x_2| + \alpha B_t|x_1 - x_2| + \alpha \bar{x} \int_{\Delta} G(dz) \right) ds
$$

Substituting in for $B_t$, one obtains

$$
\int_{t}^{1} \left( (r + \alpha)Be^{(r+\alpha)(1-s)}|x_1 - x_2| + \alpha \bar{x} \int_{\Delta} G(dz) \right) ds = -B|x_1 - x_2| \left( 1 - e^{(r+\alpha)(1-t)} \right) + \alpha \bar{x}(1-t) \int_{\Delta} G(dz).
$$

Hence, summing over all possible partitions of $X$,

$$
\|TU\| = \sup_{\{x_i \in X\}} \sum_{x_i} |TU(x_i) - TU(x_{i-1})| \leq B|x - \bar{x}| \left( e^{(r+\alpha)(1-t)} - 1 \right) + \alpha \bar{x}(1-t) \leq B_t.
$$

Lemma 11 (Continuity). $T$ is continuous.
Proof. Fix $U, U_n \in \mathcal{V}$ with $U_n \to U$. Recall that $\mathcal{V}$ has the product topology in the $t$ dimension and the weak-* topology in the $x$ dimension. Hence, $U_n(x, t) \to U(x, t)$ pointwise in $t$ and a.e. pointwise in $x$. And, because $0 \leq U_n, U \leq \overline{\mathcal{V}}$, the dominated convergence theorem gives convergence in $L^1$ in both $x$ and $t$. To show continuity, we need $TU_n \to TU$ weak-* for each $t$. A sufficient condition for convergence is that, for each $t$, $\int_I |TU_n(x, t) - TU(x, t)| dx$ for every measurable $I \subset X$. But, since $0 \leq TU \leq \overline{\mathcal{V}}$, we need only show a.e. pointwise convergence (again by the dominated convergence theorem). We will divide $|TU_n - TU|$ into several pieces and apply the triangle inequality. While there are many expressions, the division looks at the two terms of $T$ and decomposes the change in each into (1) a part from the change in $\Omega$, (2) a part from the direct change in $U$, and (3) a part from the change in $G$. Define the following:

\[
Q_1(x, s, n) = \left( \alpha \int_{\Omega_U(x, s)} G_U(dz, s) + r \right) U(x, s) - \left( \alpha \int_{\Omega_{U_n}(x, s)} G_U(dz, s) + r \right) U(x, s),
\]

\[
Q_2(x, s, n) = \left( \alpha \int_{\Omega_{U_n}(x, s)} G_U(dz, s) + r \right) U(x, s) - \left( \alpha \int_{\Omega_{U_n}(x, s)} G_{U_n}(dz, s) + r \right) U_n(x, s),
\]

\[
Q_3(x, s, n) = \left( \alpha \int_{\Omega_{U_n}(x, s)} G_{U_n}(dz, s) + r \right) U_n(x, s) - \left( \alpha \int_{\Omega_{U_n}(x, s)} G_{U_n}(dz, s) + r \right) U_n(x, s),
\]

\[
W_1(x, s, n) = \int_{\Omega_U(x, s)} \max\{z, U(x, s)\} G_U(dz, s) - \int_{\Omega_{U_n}(x, s)} \max\{z, U(x, s)\} G_U(dz, s),
\]

\[
W_2(x, s, n) = \int_{\Omega_{U_n}(x, s)} \max\{z, U_n(x, s)\} G_U(dz, s) - \int_{\Omega_{U_n}(x, s)} \max\{z, U_n(x, s)\} G_{U_n}(dz, s),
\]

\[
W_3(x, s, n) = \int_{\Omega_{U_n}(x, s)} \max\{z, U_n(x, s)\} G_{U_n}(dz, s) - \int_{\Omega_{U_n}(x, s)} \max\{z, U_n(x, s)\} G_{U_n}(dz, s).
\]

Note, then, that $TU(x, t) - TU_n(x, t) = \int_t^1 \left( \sum_i Q_i(x, s, n) - \alpha \sum_i W_i(x, s, n) \right) ds$. Consider each term in turn. Because $\hat{m}_{U_n} \to \hat{m}_U$ pointwise almost everywhere,

\[
|Q_1(x, s, n)| = \alpha U(x, s) \left| \int \hat{m}_U(x, z, s) - \hat{m}_{U_n}(x, z, s) G(dz, s) \right| \to 0 \text{ for a.e. } (x, s).
\]
Because \( U_n(x, s) \to U(x, s) \) pointwise a.e.,

\[
|Q_2(x, s, n)| = |U(x, s) - U_n(x, s)| \left| \alpha \int_{\Omega_U(x,s)} G_U(dz, s) + r \right| \to 0 \text{ for a.e. } (x, s).
\]

Next, because \( G_{U_n}(z, s) \to G_U(z, s) \) weak-* for a.e. \( s \), we have

\[
|Q_3(x, s, n)| = \alpha U_n(x, s) \int_{\Omega_{U_n}(x,s)} |G_{U_n}(dz, s) - G_U(dz, s)| \to 0 \text{ for a.e. } (x, s).
\]

The same arguments apply for \( |W_i|, i = 1, 2, 3 \). Hence,

\[
\int_1^t \sum_i |Q_i(x, s, n)| + \alpha \sum_i |W_i(x, s, n)| ds \to 0 \text{ for a.e. } x.
\]

This, then, gives \( \int_1^t |TU(x, t) - TU_n(x, t)| dx \to 0 \) for every \( t \).

\[
\square
\]

**Lemma 12.** For fixed \( G \) and \( r = 0 \) the dynamic for \( U \) is Lipshitz continuous.

**Proof.** When \( r = 0 \), we need only consider the dynamic for \( \bar{x} \) which we will write as \( \dot{U} = L(U) = -\alpha \int_U (1 - G(z)) dz \). Then, fixing \( U_1 \) and \( U_2 \), we have

\[
||LU_1 - LU_2|| = \alpha \left\| \int_{U_1}^{U_2} (1 - G(z)) dz \right\| \leq \alpha ||U_1 - U_2||.
\]

So the dynamic has a Lipshitz constant of \( \alpha \).

\[
\square
\]

**Proof of Proposition 3.** Because \( U(x, \tau(x)) = x \), agent’s utility is bounded below by \( xe^{-r(\tau(x) - t)} \) (i.e. agents can do no worse at any time than deciding not to match, instead waiting to join the first class). Hence, for all \( t \) where an agent is not in the first class, his utility is bounded below by \( x \exp \{-r(T - t)\} \). Letting \( r \to 0 \), \( U(x, t) \geq x \) for all \( t \) when \( x \) is not in the first class. I.e. as \( r \to 0 \), we obtain an equilibrium where low agents wait to join the first class.

\[
\square
\]

**Proof of Lemma 6.** Since, for \( t < \tau(x) \), we can write

\[
U(x, t) = xe^{-r(\tau(x) - t)} + \alpha \int_t^{\tau(x)} e^{-r(s-t)} \int_{U(x,t)}^{y(x,t)} (G(y(x,t)) - G(z)) dz ds
\]
we have

\[ U(x, t) \geq x e^{-r(\tau(x) - t)} \]

\[ \geq x e^{-r(\hat{\tau}(x) - t)} \]

\[ = x \left[ 1 - \frac{x}{\tau} \left( 1 + \frac{r}{\alpha} \right) \right]^{-\frac{r}{r+\alpha}} e^{-r(T-t)} \equiv \hat{U}(x, t) \]

where the last line comes from substituting in for \( \hat{\tau}(x) \) as defined in Lemma 5. Since \( U(y(x, t), t) = x \), we have

\[ y(x, t) \leq x \left[ 1 - \frac{y(x, t)}{\tau} \left( 1 + \frac{r}{\alpha} \right) \right]^{-\frac{r}{r+\alpha}} e^{r(T-t)} \leq x \left[ 1 - \frac{x}{\tau} \left( 1 + \frac{r}{\alpha} \right) \right]^{-\frac{r}{r+\alpha}} e^{r(T-t)} \equiv \hat{y}(x, t). \]

Write \( P(x, t) = G(y(x, t)) - G(U(x, t)) \) and \( V(x, t) = E(z | y \geq z > U) \) so that

\[ \dot{U}(x, t) = (r + \alpha P(x, t)) U(x, t) - \alpha P(x, t) V(x, t). \]

Now, \( V(x, t) < y(x, t) \) so that

\[ \dot{U}(x, t) \geq (r + \alpha P(x, t)) \hat{U}(x, t) - \alpha P(x, t) \hat{y}(x, t) \]

\[ \geq (r + \alpha P(x, t)) x \left[ 1 - \frac{x}{\tau} \left( 1 + \frac{r}{\alpha} \right) \right]^{-\frac{r}{r+\alpha}} e^{-r(T-t)} - \alpha P(x, t) x \left[ 1 - \frac{x}{\tau} \left( 1 + \frac{r}{\alpha} \right) \right]^{-\frac{r}{r+\alpha}} e^{r(T-t)} \]

\[ = x (r \hat{\lambda} + \alpha P(x, t) (\hat{\lambda} - \hat{\lambda}^{-1})) \]

if one writes

\[ \hat{\lambda} \equiv \left[ 1 - \frac{x}{\tau} \left( 1 + \frac{r}{\alpha} \right) \right]^{-\frac{r}{r+\alpha}} e^{-r(T-t)}. \]

Then, since \( t < \tau(x) \), \( \hat{\lambda} \leq 1 \), and so \( \dot{U}(x, t) \geq 0 \) if

\[ \frac{(r/\alpha) \hat{\lambda}^2}{1 - \hat{\lambda}^2} \geq P(x, t). \]

And, since \( P(x, t) < 1 \), the result obtains.
Proof of Lemma 7. Suppose $T' > T$ are two deadlines, and that $\bar{U}'$ and $\bar{U}$ are the equilibrium reservation values of the highest type under each deadline. The same logic as in the proof of Proposition 2 shows that $\bar{U}'(0) > \bar{U}(0)$ (whichever reservation value starts lower must hit 0 earlier, and so it must be $\bar{U}$).

Those in the first class under the extended duration get $\bar{U}'(0)$ instead of $\bar{U}(0)$, an improvement. Moreover, all $x < \bar{U}(0)$ are indifferent between the two equilibria, because they get their own pizazz in expectation under both. Those who were first class in the short duration market but are not in the long duration instead get their own pizazz. This is an improvement, as they were getting only $\bar{U}(0)$ with the short duration – the definition of being in the first class at time zero. □
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